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Abstract: The objective of the Machine translation systems is to enhance the knowledgeable
society of Indians without any language barrier. The users of the Indian language use number of
tones for representing number of sentiments on social media platforms the individuals are also
sharing information, opinions, comments and suggestions which results in proliferation of user
generated large volume of text data available for interpretation. In this paper, we have analyzed
very common translation technology of Google and it is observed that most of the sentences after
translation by the Google engine have got very poor score of 2 or even 1 out of 5.

Introduction

India is a multilingual country and but all the Indians are not polyglots. There are
eighteen constitutional languages and ten prominent scripts for the Indian languages. Majority of
the Indians do not understand, read or write English, therefore implementing an efficient
language translator especially reflecting the sentiments which are represented in different texts,
is needed to remove the digital divide of the language.

As reported by the different resources that from 2016, a research team at Google
announced GNMT that is Google Neural Machine Translation system and after this the
translation on Google began using neural machine translation instead of statistical methods.
Initially the translation of the language was preferred by using SMT and now also statistical
machine translation remains as an important option of research for the researchers of the NLP.
When we come to the research of NLP on the Indian languages, it has been observed that Indian
languages are very rich in morphology and the SMT with richer inflectional morphologies pose
greater challenge for translation. The conventional SMT approaches tend to perform poorly
when either source or target language has rich morphology.

During the past decade the work on Sentiment Analysis has got momentum in contrast to
code-mixed Indian language text. However, the non-availability of linguistic and lexical
vocabulary and some other resources for the NLP tasks like annotated resources, the task of
Sentiment Analysis of Indian Languages becomes somehow difficult. Sentiments can be
classified into a negative or positive group but most of the research works in SA is conducted for
English. On the other side, the research work on Indian languages has not studied well and it is
therefore necessary to perform SA for Indian languages as well.

Review of Literature

T. P. Nagarhalli, V. Vaze and N. K. Rana [1] showed that Machine Translation is
especially necessitated in the Indian perspective because more than 50% of the data generated
online is in English which is known by only 12%. It is observed that many systems has been
proposed in the Indian perspective including rule-based, example-based, statistical based and a
hybrid of these machine translation techniques. But, recent study has shown that Neural Machine
Translation provides better results. In recent times Google and Facebook have also developed
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Neural Machine Translation system. These systems are one-fits-all kind of systems which do not
take into consideration the complexities in a language, like Indian languages and proposed a
broad framework for implementing Neural Machine Translation for Indian-English languages.

B. N. V. N. Rajuand M. S. V. S. B. Raju [2] carried out the research on SMT for English
and Telugu parallel corpus which have been used for training the system. They also observed
that the translation mainly depends on quality and quantity of corpus. K. M. Chaman Kumar and
others [3] presented a survey of several research works of different machine translation
approaches and also compared these papers using several parameters such as the tools &
technologies, datasets, advantages, disadvantages, and accuracy. They also proposed a machine
translation model based on Statistical Machine Translation that will help us to translate from the
Indian regional language Konkani to English and vice versa. J. Nair and others [4] proposed
English to Hindi machine translation system design based on declension rules and also discussed
the different approaches of Machine Translation.

G. I. Ahmad and others [5] has also worked on Sentiment Analysis (SA) of code-mixed
text that provides useful information in the field of politics, marketing, business, health, sports
etc. In their research, they attempted to provide a detailed summary of Sentiment Analysis of
Indian languages with a special focus on code mixed Indian Languages.

N. Hadiya and N. Nanavati [6] discussed various available lexicon resources that are used
for sentiment analysis in some Indian languages and presented the theoretical parametric
evaluation of the studied techniques. They also further discussed challenges, which were
identified during SA in Indian Languages. B. Gupta et al. [7] studied transfer learning and
implemented it for Sentiment Analysis of Tweets by using the knowledge of Yelp reviews and
observed that transfer learning approach is faster than the conventional machine learning
approach and give comparable accuracy at much smaller dataset. Y. Sharma and et al., [8]
extracted sentiments by using vector representation of the words using unsupervised technique.
Singh, Avinash and others [9] have also carried out research on very low resourced languages
like Dogri and used statistical machine translation system to train translation models for Dogri
English language pair.

Analysis of Google NMT

Google translate is the technology used by most of the professionals working on the
languages. Google Translate's uses NMT system that uses a large artificial neural network
capable of deep learning. It has been observed by many researchers that, quality of translation is
improved by adding number of examples in any of the NMT systems. Initially in 2016, Google
used translation engine for converting English to eight other languages i.e., French, Portuguese,
Chinese, German, Spanish, Japanese, Korean and Turkish and later in 2017, Russian, Hindi and
Vietnamese were also added. In 2021 other Indian languages were also added for the translations
which are using the same GNMT.

Analysis of English-Hindi translation

In this paper, we have selected some famous quotes that are reflecting some sentiments.
The sentences selected for the translation are reflected in the table 1 and these sentences are
translated by the Google translator as reflected in table 1. The sentences translated are manually
checked by the linguist. The score to these sentences is allotted by the expert manually between
1to 5 as 1 being the poor translation and 5 being as best translation.
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Table 1: English-Hindi Translation.

S.No English Translated by Google Score Manual Translation
Allotted
1. | I'mtaking ytOUf_tbi;thday # 3o SeARRT W TH 39 W for w9 55 § |
as an opportunity to . . .’
thank you for all that HIE & FT H A @ i f AT o & faw
youarte’totr)?e-l\évi" 3T @l F OU gsgae| 39H SeA &7 &1 # '
never be able to forget : . o
the support that you ﬂ?f St Fade o &, I & T H A @ g
have given me. Happy | # 3@ &eft wfgl ${r ar3em| o S wHG A e #
F'rthday' my sugar AT HIR &l, A delr 3 39 Fofl o AT USem | oA
umps! May your 2 ' N )
birthday be as sweet as | I&! & Fahdl & 3ITIeHI feeTehr AHTHATT | JFERT
you are. SteATesT 3 feITw 3= & ST fEeT 3T € 31eig g
Hrar 8N FT aren g, foaer AU A
TIIH @ |
2. 1\E(i|0|ﬁ|>|eehyourIt:i_rtf;{llay its QT | 3 JFQRT oo feet 31
inally here. Itistimeto | v IIFHT FeARET 30 -
party! It is time to sing .w%e 5] & I T | AE w '
?ndbqir;]cae, arl;d it isltime # T ©| T I T {AI e 3R T HE | Tg T
or birthday bumps: g'nﬁ 3'ﬁT I Eh—,{ﬁ FT .
May you have a i &« 3 A s ¥ SR foT A
delicious and Hllil.%, AR T Al & gfEafag g9 aret & T § 1
partylicious birthday! ¢TeFehl ST AT ¢! g FohdT & FERT A B TS HY
S
7SI SR O Scwa ST e
Farfese 3R 3TeeaAY g
3. It\)/lgyhi/our _strr:lile ghet IR AIXPTEC & fdd g ATel Sl & T JFERT
righter with eac
passing year. TTel o WY AR & Fehel , | BERUEC 31f-8-318
gl f@erd amw |
4. | oOn ¥otur birt_h((jjay, Ijtl;]stt NTF FeART W F a9 JFER o= H f&T W a7 # I
want to remind you tha . y
you are the best person | | 3T TG feelTeTr @mgar o feree =meat g f & 3o o=
have ever met in my 3T A Shaw # wh e | 2 | e o safeadt & e g
whole life. :
T 37 cafed gl 3FH F A A5 & |
5. DOf;t gOthlerVKhatt frelr 3R A Far Fgar § ot @Yy @1 7 F47 §, sH
anybody else has to say, ' .
you have changed my | TR HT &, JAA A WaATg Ad HU | # Tg 6 el
:cifeamdhlwillnever Siel sca g 3R A sq| 3 | wepar & s AV Shaet sgar
orget thet ol a7t agelem| feam & |
6. | Happy Birthday to you, | 3gest 77 Fe&r 9 g, AN BT A7 g oA & &
my dearest friend. 2 5 o $ >
7. Iwas.sowrong,and‘l # sgq o o, 3R H arer ST iy & 15 | & arer
promise I won’t let it > 3 >

T § o Y 3 Qrar 7

e § foh T rerch ot oTel
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happen again. gl ) FEIT |
8. I am lucky to have a 3T ST 3eHd [9efs uT ¢
teacher as wonderful as | 3¥ syraoremely & &5 Ues et . .2 v
you are. ' ] . T FI H TN THSIAT §
o &Y # 3 375 & |

0. Wishing you a
meaningful and happy
Teachers Day ahead!

I Y T G@rde 3R
gy e fRgw @
QBTRIHATT |

A 3 {3 arer il
fRreTeh e &1 eTehra=IT |

10. Heaven is indeed very
lucky to have you there
unlike us.

T add A §gd
gurfehend ¢ & 39 gaAr
faredrer &1

TIeT arEda H 9 J@l gl o
qgdl $TIIRIEN ¥ | g 39
S IR FAET & |

11. We are nothing without
having you around.

§H 3U% IH-I9H 8 &
%mgn—daﬂa?r%l

3PR 39 AR Tgrdsh o &I, ar
5 3o T T E

Results and Discussions:

After the translation of the sentences by the Google, the scores were allotted and also the exact
translation of the sentences was also done which is reflected in the last column. The score in the
range of 1 to 5 has been allotted and it is observed that no sentence out of the eleven sentences
has got the 5 score. Most of the sentences have got very poor score of 2 or even 1.
It is observed that the sentences in which any type of sentiments are involved the translation
becomes poor.
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